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Abstract
Online reviews have become available for consumers’ reference to make purchase deci-
sions, but a large number of spam reviews have damaged e-commerce reputations. Previ-
ous research has addressed review spam detection with classification models using textual 
features, behavior features, and relational features. However, the fine-grained aspect features 
related to the product attributes in online reviews have been overlooked and have not yet 
been thoroughly studied. Therefore, this study proposes a review spam detection model 
based on a list of novel aspect features. The basic idea is that since spam reviews are usually 
written by users without real experience, the product aspects depicted in spam reviews will 
be different from those in genuine reviews. First, we use the Bi-LSTM model to automati-
cally extract massive aspect words, which are then clustered into different aspect categories 
by the K-means algorithm. Further, we propose nine novel aspect features to train a machine 
learning model for review spam detection. Experimental results on two labeled Yelp data-
sets show that the proposed aspect features can significantly improve the accuracy of review 
spam detection by about 16.11% to 38.86% compared with textual and behavior features.

Keywords Aspect features · Aspect extraction · Spam reviews · Review spam detection

1 Introduction

With the rapid growth and development of the e-commerce market, a vast amount 
of product reviews are generated online [5]. For example, millions of user-submitted 
reviews for various stores and products have been posted to online review sites such as 
Yelp.com and ResellerRatings.com. Since online reviews contain highly valuable infor-
mation about the quality of products and services, people are increasingly depending on 
them to search for product information and make purchase decisions [7, 49]. Moreover, 
online reviews are particularly important for user requirement elicitation and new fea-
ture development from a manufacturer’s perspective [6, 61].
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However, unfortunately, a substantial amount of reviews are produced with decep-
tive opinions [17]. Such reviews for promoting or demoting certain products are called 
review spam or fake reviews and the persons publishing spam reviews are called spam-
mers [33]. It is estimated that review spam accounts for 2–6% of websites like Orb-
itz, Priceline, Expedia, and TripAdvisor [39]. Also, it has been reported that more than 
33% of reviews on the Internet are spam reviews and this proportion is increasing [56]. 
Therefore, detecting spam reviews has become a big concern in present times to authen-
ticate online opinions and build trust with consumers [21].

Prior studies have been carried out to develop review spam classification models using 
textual features, behavior features, and relation-based features [37]. However, it is well 
recognized that there should be a latent but overlooked feature to capture the characteris-
tics of spam reviews, i.e., aspect ratings which refer to users’ attitudes to particular prod-
uct attributes. For this purpose, Gao et al. [12] extracted the statistical features of movie 
reviews, which revealed that users express their sentiments on different aspects of movies 
in reviews. You et al. [58] proposed an aspect-rating local outlier factor model (AR-LOF) 
to identify spam reviews, in which an aspect segmentation algorithm proposed by Wang 
et al. [51] was adopted for extracting aspect units from the review texts. Xue et al. [54] 
developed a detection scheme based on the deviation of aspect-specific ratings between 
individual reviews and whole reviews. Nevertheless, previous studies mainly focused on 
the aspect ratings for identifying spam reviews, other aspect-related features have rarely 
been considered. Also, they defined aspect units in a manual or semi-automatic manner, 
resulting in a limited number of aspects for review spam detection.

To address the above problems, we propose an aspect-based classification method called 
ABCM for review spam detection. ABCM aims to identify spam reviews and non-spam 
reviews by automatically extracting a list of novel fine-grained aspect features. The basic 
idea is that since spammers may not have real experiences of purchasing or using the prod-
uct, the aspects depicted in spam reviews will be different from those in genuine reviews 
[58]. If detailed information about product aspects is extracted from the review texts, then 
it is possible to differentiate spam reviews from non-spam reviews. The proposed approach 
is composed of three main steps: 1) aspect extraction, which automatically extracts a large 
number of aspect words and related user opinion words from the review texts through the 
Bi-LSTM (bidirectional long short-term memory) model, and then classifies the extracted 
aspect words into different aspect categories via the K-means clustering model, 2) feature 
extraction, which defines a list of novel aspect features that have never been used for review 
spam detection, and 3) classification, which identifies spam reviews based on an integrated 
supervised machine learning model XGBoost (eXtreme Gradient Boosting).

The main contributions of this paper are summarized as follows:

1 We extract a large number of product aspects with a suitable categorization from massive 
online reviews in an automatic manner, which helps understand user opinions towards 
the fine-grained product attributes;

2 We propose a list of novel aspect features that have never been used for review spam 
detection in previous studies, which are good at capturing potential spamming clues 
hidden in the review texts from a more micro perspective;

3 We develop an aspect-based classification method consisting of aspect extraction, feature 
extraction, and classification modules, which detects spam reviews with significantly 
improved performance than existing methods in previous studies on the same datasets;
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4 We reveal the characteristics of spam reviews that are different from genuine reviews, 
which can be used by consumers to identify spam reviews in real life.

The rest of this paper is organized as follows. Section 2 reviews the literature relevant 
to this work. Section 3 introduce ABCM for review spam detection. In Sect. 4, we perform 
comparative studies between ABCM and other state-of-the-art approaches based on two 
Yelp datasets. Evaluation results are presented in Sect.  5, we also discuss the computa-
tional complexity of ABCM, the effect of aspect settings, the implication of aspect fea-
tures, and evaluate the performance of ABCM on two Amazon datasets. Finally, Sect. 6 
concludes the whole paper.

2  Related work

Since the seminal work by Jindal and Liu [20, 21], review spam detection has received 
great attention among both practitioners and researchers. A large number of textual (lin-
guistic) features, behavior (structural) features, and relational (graph-based) features have 
been proposed for detecting spam reviews in previous studies [37].

Textual features imply valuable information contained in the text of reviews, includ-
ing n-gram features [35, 39, 48, 54], Linguistic Inquiry and Word Count (LIWC) outputs 
[16], parts of speech (POS) tag frequencies [27], syntactic features [11, 45], and semantic 
features [22, 59]. Instead of manually designing discrete textual features, convolutional net-
works were used to learn the document-level review representation for review spam detec-
tion [4, 28]. Similarly, Yuan et al. [59] developed a hierarchical fusion attention network to 
automatically learn the semantics of reviews from the user and product level, which helps 
capture the complex semantics of reviews.

Behavior features refer to behavior information and metadata of review activities, 
including rating-based features (e.g., rating, extreme rating, rating deviation) [1, 29, 32] 
and time-related features (e.g., time of review, early time review, burst characteristics) [10, 
23, 24, 34, 50]. Besides, the personal characteristics of users were also used, such as email 
ID, geographical location, and IP address [2]. Behavior features were widely used for iden-
tifying spam reviews and produced encouraging results. Many studies revealed that submit-
ting duplicate or near-duplicate reviews on the same product is an abnormal behavior [18, 
53]. In addition, the reviews intensely posted in a short time period with burstiness pattern 
have high probability to be spam reviews [24].

Considering that the textual and behavior features might be manipulated by spammers, 
relational features are extracted from the inter- and intra-relationships that exist among 
review entities like products, reviews, and reviewers [1, 30, 38]. For example, Li et al. [28] 
integrated a heterogeneous graph and a homogeneous graph to capture the local context 
and global context of a review. Furthermore, Shehnepoor et al. [44] utilized spam features 
as heterogeneous information networks to map the spam detection procedure into a classi-
fication problem in such networks. Based on the review graphs, a loopy belief propagation 
(LBP) algorithm was widely used to infer the final probabilities of different reviews being 
fake [41, 43].

In recent years, researchers have tried to investigate online reviews from the aspect 
perspective [31]. Noting that users usually comment on product attributes (i.e., aspects) 
in online reviews, their opinions on particular aspects were used to infer the plain-text 
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feedback of product ratings [55]. Compared with the numerical rating of overall perfor-
mance (e.g. on a scale of 1–5), the detailed feedback on product aspects provides valu-
able experiences and opinions for others to make purchase decisions. Recent studies also 
revealed that the fine-grained aspects depicted in spam reviews are different from those in 
genuine reviews [12, 54, 58], which makes aspect ratings become a valuable feature for 
identifying spam reviews.

Based on the various features of review entities, machine learning techniques are the 
most promising methods for identifying spam reviews and non-spam reviews [40]. Popu-
lar supervised methods like support vector machine (SVM) [9, 22, 36], random forest [8], 
neural networks [28, 42, 43, 60], and logistic regression [18, 19] were employed to train 
classifiers on the labeled review datasets such as Yelp datasets [24, 43], Amazon Mechani-
cal Turk (AMT) datasets [30, 39], and TripAdvisor datasets [27]. On the other hand, due to 
the lack of ground-truth datasets [52], many unsupervised or semi-supervised methods like 
co-training framework [25], cold start framework [50, 47], and PU (positive-unlabeled) 
learning [14, 15, 26] were conducted to overcome the data labeling challenges. However, 
existing studies have concentrated on single machine learning models and simple aspect-
related features, in this paper, we aim to propose a list of novel aspect-based features for 
review spam detection and employ an ensemble learning model to improve classification 
performance.

3  Method

The framework of the proposed ABCM for review spam detection is illustrated in Fig. 1. 
Firstly, an aspect extraction algorithm is introduced, which automatically extracts 
aspect words from massive review texts and then classifies these extracted aspect words 
into different aspect categories. Secondly, nine novel aspect features are proposed for 
identifying spam reviews, which are classified into the review centric type and user cen-
tric type. The values of aspect features are calculated based on the results of the aspect 
extraction module. Finally, the XGBoost model is trained to classify spam reviews and 
non-spam reviews.

Fig. 1  The overall framework of ABCM
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3.1  Aspect extraction

In comparison with reviewers, products, and reviews which can be easily identified in 
structured review datasets, it is a quite complicated and challenging task to extract product 
aspects from unstructured review texts. In this study, we propose an aspect extraction algo-
rithm, including aspect word extraction and aspect categorization, to select the top n popu-
lar (wildly used) aspect words from the review texts and then classify the selected aspect 
words into k categories.

3.1.1  Aspect word extraction

In this study, we utilize the Bi-LSTM model to extract aspect words and related user opin-
ions from the review texts. The aspect word extraction task is formulated as a sequence 
labeling task as follows. Given an input sequence X =

{
x1, x2,⋯ , xn

}
 , where xi represents 

the ith word in the input sentence, we predict a sequence of labels Y =
{
y1, y2,⋯ , yn

}
 for 

each word in the sentence, where yi represents A (aspect word), E (opinion word), or O 
(other word). Opinion words usually are emotional words (such as ‘good’) that indicate a 
user’s opinion on a certain product aspect (such as ‘exterior’). We automatically elicit the 
tuple of < A (aspect word), E (opinion word) > from the review texts using the Bi-LSTM 
model [13], which is a well-known state-of-the-art machine learning method with out-
standing performance for sequence labeling.

The Bi-LSTM model includes an input sentence, an embedding layer, three Bi-LSTM 
layers, a softmax layer, and an output layer. Given an input sentence, the model predicts a 
label corresponding to each of the input tokens in the sentence. First, through the embed-
ding layer, the input sentence is represented as a vector X . Then three Bi-LSTM layers are 
used to extract both the preceding and subsequent contextual information of each word. 
A softmax activation function on top of Bi-LSTM layers is used to calculate a probability 
distribution p over a set of predicates {A, E, O}. Finally, a list of labels for each word in 
the input sentence is predicted according to the corresponding output of the softmax layer.

For example, given an input sentence like ‘Exterior is beautiful’, the model will out-
put the labels of A, E, and O for the words ‘exterior’, ‘beautiful’, and ‘is’, respectively. 
Then a tuple < exterior, beautiful > can be obtained, in which ‘exterior’ is an aspect word, 
and ‘beautiful’ is the user’s opinion on this aspect (‘exterior’). The aspect word extraction 
module outputs two kinds of words: aspect words and opinion words, which will be used in 
the following steps.

3.1.2  Aspect categorization

As user-submitted review contents are generally not well structured, there are lots of flexible 
and variant aspect words contained in the review texts. To summarize the massive aspects 
and classify semantically similar aspects into the same category, we use the K-means clus-
tering model for aspect categorization based on the similarity of these aspect words.

Given M extracted aspect words, we select the top n  popular aspect words for aspect 
categorization, which forms an aspect word set A =

{
a1, a2,⋯ , an

}
 . Firstly, each aspect 

word is represented by a vector, which is a word embedding learned from the review texts 
using the word2vec model. Then, with vector representations, the similarity between every 
two vectors (aspect words) is measured by the Euclidean distance. Finally, based on the 
semantic similarities, the m aspect words are classified into k aspect categories using the 
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K-means clustering model, i.e.,AC =
�
A1,A1,⋯ ,Ai

��⋂k

i=1
Ai = ∅,

⋃k

i=1
Ai = A

�
 , in 

which each aspect category AC contains many aspect words from the set A , and each 
aspect word in the set A is classified into one specific aspect category.

3.2  Feature extraction

Since spammers may not have real experience in purchasing or using the product, the 
aspects depicted in spam reviews might be different from those in genuine reviews [37]. In 
this study, we propose nine novel aspect features which are classified into the review cen-
tric and user centric types, as listed in Table 1. Review centric aspect features refer to the 
micro aspect information contained in the reviews, and user centric aspect features refer to 
the macro information of aspects commented on by the users in their reviews.

To start describing the proposed aspect features, we list the terms and their notations 
that will be used in this paper as follows for ease of presentation:

• u, p, r : a user, a product, and a review, respectively;
• Ru : the set of reviews written by user u;
• Rp : the set of reviews on product p;
• Pu : the set of products reviewed by user u;
• ac : an aspect category;
• Rac : the set of reviews on aspect category ac;
• AWr : the set of aspect words in review r;
• ACr : the set of aspect categories in review r.

3.2.1  Review centric aspect features

Number of Aspect Words (NAW): The number of aspect words in a review is a basic 
aspect feature. We define the NAW as the number of unique aspect words in a review r 
by Eq. (1).

Percentage of Aspect Categories (PAC): In comparison with the aspect categories of 
a product that are discussed by all the users, an individual review often only involves 
a small number of aspect categories of the product. Then, we define the PAC of a 
review r on a product p as the number of aspect categories discussed in the review 

(1)NAW = ||AWr
||

Table 1  Proposed aspect features for review spam detection

Review centric type User centric type

Number of Aspect Words (NAW) Total Number of Aspect Words (TNAW)
Percentage of Aspects Categories (PAC) Average Percentage of Aspects Categories (APAC)
Aspect Review Length (ARL) Average Aspect Review Length (AARL)
Aspect Rating Deviation (ARD)
Aspect Sentiment Deviation (ASD)
Aspect Sentiment and Rating Deviation (ASRD)
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r divided by the total number of aspect categories of the product p , as shown in 
Eq. (2).

 where NAp denotes the total number of aspect categories discussed in all the reviews on 
the product p.

Aspect Review Length (ARL): A review is composed of a number of review sentences, 
of which some are related to particular aspects, while others are not. Then, the length 
of review sentences on particular aspects becomes valuable information to describe the 
characteristic of the aspects. We define the ARL of a review r by the length of sentences 
on the aspects divided by the length of the review r , as shown in Eq. (3):

where str
ac

 represents the review sentences on aspect category ac in review r , the length 
L of review (sentences) is calculated by the number of words in the review (sentences).

Aspect Rating Deviation (ARD): We define the ARD as the difference between the 
numerical rating of a review and the sentiment score of the aspect categories discussed 
in the review. The sentiment score SS of an aspect category is calculated using an SVM 
model based on the opinion words on the aspect category, which are extracted by the 
Bi-LSTM model in the aspect extraction step. Given a piece of opinion words, the SVM 
model outputs a sentiment score of 1, 0, and 0.5, which represent positive, negative, and 
neutral classes, respectively. The calculation of the ARD is shown in Eq. (4):

 where apwr
ac

 represents the opinion words on aspect category ac in review r , Rating(r) 
denotes the numerical rating of review r on a 5-scale, the sentiment score is also con-
verted into a 5-scale by 4SS + 1.

Aspect Sentiment Deviation (ASD): We define the ASD as the difference between the 
sentiment score of the discussed aspect categories in a review r of a product p and the 
average sentiment score of the discussed aspect categories in all the reviews on the 
product p , as shown in Eq. (5).

Aspect Sentiment and Rating Deviation (ASRD): We define the ASRD as the difference 
between the average sentiment score of the discussed aspect categories in a review r of a 
product p and the average rating of the other reviews of the product, as shown in Eq. (6).

(2)PAC =
||ACr

||
NAp

(3)ARL =

∑
ac∈ACr

L
�
str
ac

�

L(r)

(4)ARD = Avgac∈ACr

|||4SS
(
opwr

ac

)
+ 1 − Rating(r)

|||
4

(5)ASD = Avgac∈ACr

|||SS
(
opwr

ac

)
− Avgr�∈Rac

SS
(
opwr�

ac

)|||

(6)ASRD =

|||Avgac∈ACr

(
4SS

(
opwr

ac

)
+ 1

)
− Avgr��RpRating

(
r�
)|||

4
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3.2.2  User centric aspect features

Total Number of Aspect Words (TNAW): At the reviewer/user level, we define the 
TNAW of a review r written by a user u as the total number of unique aspect words pub-
lished by the user u , as shown in Eq. (7).

Average Percentage of Aspect Categories (APAC): Corresponding to the PAC of a 
review r of a product p written by a user u , we define the APAC as the number of aspect 
categories discussed by the user u divided by the total number of aspect categories of 
the product p that the user u have commented on, as shown in Eq. (8):

 where NAp represents the total number of the aspect categories of the product p.
Average Aspect Review Length (AARL): Corresponding to the ARL of a review r writ-
ten by a user u , we define the AARL as the average length of review sentences on all the 
aspect categories discussed by the user u , as shown in Eq. (9).

3.3  Classification

We use the XGBoost (eXtreme Gradient Boosting) model to classify spam reviews and 
non-spam reviews, which is a well-designed gradient-boosted decision tree algorithm 
with state-of-the-art advantages in machine learning and data mining fields. XGBoost is 
an ensemble learning model, in which decisions from multiple machine learning models 
are combined to reduce errors and improve prediction when compared to a single machine 
learning model. In addition, the maximum voting technique is used on aggregated deci-
sions to reduce the final prediction.

4  Experimental study

In this section, the performance of ABCM is empirically evaluated on two labeled Yelp data-
sets. Firstly, descriptions of the evaluation dataset are presented. Then the experimentation 
details are provided. At last, comparison experiments and evaluation metrics are designed.

4.1  Dataset description

The labeled YelpChi dataset [36] has been widely used in many previous studies and has 
been proven suitable and effective for supervised spam review detection with credible 
labels [36, 41, 46, 59]. There are two sub-datasets in the YelpChi dataset, i.e., the Yelp-
Chi_Hotel dataset for hotel reviews and the YelpChi_Res dataset for restaurant reviews. 

(7)TNAW =
∑

r∈Ru

||AWr
||

(8)APAC =

∑
r∈Ru

��ACr
��

∑
p∈Pu

NAp

(9)AARL = Avgr∈Ru

∑
ac∈ACr

L
�
str
ac

�

L(r)
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After removing the reviews without information on products, users, and review content, 
the YelpChi_Hotel dataset contains 779 spam reviews and 4,897 non-spam reviews writ-
ten by 4,898 users on 70 hotels in Chicago, and the YelpChi_Res dataset includes 8,301 
spam reviews and 56,969 non-spam reviews written by 34,519 users on 103 restaurants in 
Chicago (see Table 2). The data items of the datasets used in this paper are date, review_id, 
user_id, product_id, rating, review_content, and label (spam or non-spam). Examples of 
genuine reviews and spam reviews in the two datasets are listed as follows. These examples 
reveal that spammers have difficulty in describing the detailed experiences of purchasing 
or using products, thus their comments on the fine-grained product attributes are short and 
straightforward, such as “Loved the location” and “Great Restaurant”.

• YelpChi_Hotel dataset: (Genuine) This hotel is great. Location, room, concierge, gym, 
everything. By the way, they do not replenish the so-famous bathroom products any-
more. Instead, they leave some other branded products. (Spam) Loved it! Loved the 
location! Loved the staff! Loved the beds! Loved the showers! Just flat out loved it! 
Even the food in the restaurant on the main floor!

• YelpChi_Res dataset: (Genuine) Food was very fresh and tasty. Great service and free 
valet parking are bonus. The portions are reasonably sized. Prices are decent. (Spam) 
Great Restaurant, Great Price, Great Food. Try the Chicken Vesuvio delivered. Incred-
ible and mouth watering!!!!!

4.2  Experimental settings

4.2.1  Aspect extraction settings

We first cut all review sentences in the Yelp datasets into sub-sentences according to the 
punctuations like “,.!?;”, then randomly selected and manually tagged 400 hotel reviews 
(3,703 sentences) from the YelpChi_Hotel dataset and 400 restaurant reviews (3,779 sen-
tences) from the YelpChi_Res datasets, respectively, to train two separated Bi-LSTM mod-
els for aspect word extraction. For each Bi-LSTM model, the proportions of these selected 
review sentences for training, validation, and test sets were 70%, 15%, and 15%, respectively. 
The detailed parameter settings of the BiLSTM model after tuning are listed in Table 3 (a).

The parameters of the aspect extraction settings are the number of aspect words n and 
the number of aspect categories k . There are no commonly accepted rules to set the param-
eters appropriately, these parameters are dependent on the dataset of the task. For the two 

Table 2  Basic information of the reviews in the Yelp datasets

Dataset YelpChi_Hotel YelpChi_Res

Spam Non-spam Total Spam Non-spam Total

No. of reviews 779 4,897 5,676 8,301 56,969 65,270
No. of products 70 68 70 98 103 103
No. of users 750 4,148 4,898 7,116 27,541 34,519
No. of sentences 6,671 53,547 60,218 55,744 581,106 637,328
No. of unique words 9,285 26,254 28,424 31,787 99,541 108,505
No. of unique aspect words 2,121 4,321 6,385 13,147 35,083 47,080
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Yelp datasets in this study, we totally extracted |A| = 6,385 unique hotel aspect words and 
|A| = 47,080 unique restaurant aspect words (Table 2) through the BiLSTM models. How-
ever, a large number of the extracted aspect words are meaningless or unrelated to the 
product aspects. To guarantee that the aspect words are representative and are contained in 
the majority of reviews, yet to exclude infrequent aspect words, we determine the optimal 
number of the most popular aspect words to be used for review spam detection, n , by set-
ting n increase from 1 to |A| until p (the proportion of the reviews which contain at least 
one of the top n popular aspect words) equals to PA (the proportion of the reviews which 
contain at least one of the aspect words in A ), in which A is the set of all the extracted 
aspect words, and |A| is the number of aspect words in A . Taking the YelpChi_Hotel dataset 
for example, Algorithm 1 illustrates the process of determining the optimal number of the 
most popular hotel aspect words for review spam detection.

After obtaining the optimal numbers of the aspect words, we then classify them into k 
categories using the K-means clustering model. The number of aspect categories k is set as 
{2, 4, 6, 8, 10, 12, 14} for obtaining the most reasonable results.

Table 3  Parameter settings of 
the BiLSTM model and the 
XGBoost model

(a) BiLSTM model (b) XGBoost model

Parameter Value Parameter Value

learning_rate 0.01 n_estimators 500
hidden_units 100 learning_rate 0.01
epochs 200 max_depth 10
batch_size 32 min_child_weight 1
input_dim 5,562 subsample 0.95
output_dim 300 colsample_bytree 0.95
input_length 140 reg_alpha 0.01
dropout_rate 0.2 gamma 0.4
optimizer ‘Adadelta’

Algorithm 1  Determining the optimal number of the most popular aspect words for review spam detection
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4.2.2  Classification model settings

Noting that the numbers of spam and non-spam reviews in the datasets are imbalanced, we 
employ under-sampling to randomly select a sub dataset from the majority class (non-spam 
reviews) according to the number of samples in the minority class (spam reviews). Then 
the selected sub dataset is combined with the minority class to form a balanced class distri-
bution data for model training.

The parameters of the XGBoost model for classification are tuned by the five-fold cross-
validation method. That is, we split the training set into 5 folds randomly, in which 4 folds 
are used to train the model and the remaining onefold is used for validation. We carefully 
tune the parameters by a grid search with a small but adaptive step size. For example, the 
learning rate is tuned from {0.0001, 0.0001, 0.001, 0.01, 0.1}. After several trials, we 
obtain the optimal values of the parameters, as shown in Table 3(b). Then the classification 
models are trained and tested over two labeled Yelp datasets and evaluated using five-fold 
cross-validation, this process is repeated five times to get an average performance.

4.3  Comparison experiments

To evaluate the effectiveness of the proposed aspect features for review spam detection, we 
select nine textual features and six behavior features that were widely used in previous stud-
ies [20, 25, 29, 33, 36] for comparison. The nine textural features include review length (RL), 
percentage of words with all letters capitalized (PCW), percentage of capital letters (PC), ratio 
of 1st person pronouns (RFPP), ratio of exclamation sentences containing ‘!’ (RES), ratio of 
subjective words (SW), ratio of objective words (OW), length of unigrams-based description 
(DLU), and length of bigrams-based description (DLB). The six behavior features include 
repeated review (RR), extreme rating (ER), early time review (ETR), is singleton review 
(ISR), rating deviation (RD), and review sentiment deviation (RSD).

Then we develop XGBoost models with different combinations of the three feature 
groups, i.e., textual features (T), behavior features (B), aspect features (A), textual and 
behavior features (T + B), textual and aspect features (T + A), behavior and aspect features 
(B + A), and all features (B + T + A). We also compare the performance of ABCM with other 
baseline models which are widely used in the review spam detection field, including SVM 
(Support Vector Machine), LR (Logistic Regression), RF (Random Forest), CNN (Convo-
lutional Neural Network), RNN (Recurrent Neural Network), and LSTM (Long Short-Term 
Memory). For comparison, the inputs of these models are the nine proposed aspect features, 
all models are repeated five times and evaluated using the five-fold cross validation method.

4.4  Evaluation metrics

We choose Accuracy (A), Recall (R), Precision (P), F1 score (F), and area under a ROC 
curve (AUC) as evaluation metrics which are widely adopted in related areas [46].

5  Results and discussions

In this section, we first present the results of aspect extraction, and then compare the per-
formance of ABCM with other baseline and state-of-the-art approaches. In addition, we dis-
cuss the computational complexity of ABCM and evaluate the effect of aspect settings (i.e., 
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number of aspect words and number of aspect categories) on model performance. Finally, we 
highlight the theoretical and practical implications of the proposed aspect features for identify-
ing spam reviews.

5.1  Aspect extraction results

In the aspect extraction step, the Bi-LSTM models achieved precisions of 0.84 and 0.92 
for the YelpChi_Hotel and YelpChi_Res datasets, respectively. After removing duplicated 
words and stop words, we finally extracted 6,385 unique hotel aspect words and 47,080 
unique restaurant aspect words. The numbers of occurrences of these aspect words in the 
datasets are shown in Fig. 2(a) and (b), revealing that the majority of aspect words were 
discussed with low frequency, and only several common aspect words were wildly dis-
cussed. For example, the aspect word “room” has been discussed 9,671 times in 66.9% 
(3,800) of hotel reviews by 60% (3,404) of reviewers, and “food” has been discussed 
57,286 times in 44.3% (28,882) of restaurant reviews by 29.3% (19,110) of reviewers.

It is worth noting that the extracted 6,385 hotel aspect words were contained in 99.07% 
of the hotel reviews, and the extracted 47,080 restaurant aspect words were contained in 
98.73% of the restaurant reviews. Also, there are many product-unrelated words in the 
extracted aspect words. Based on the algorithm for determining the optimal number of 
aspect words for review spam detection (Algorithm 1), we obtained n = 644 most popu-
lar hotel aspect words and n = 898 most popular restaurant aspect words after deliberate 
experiments. The distributions of the occurrences of the selected aspect words are shown 
in Fig. 2(b) and (e), indicating that most reviews contain a small number of aspect words, 
and each review usually contains 5 to 6 unique aspect words in both datasets. For example, 

Fig. 2  Distributions of the occurrences of all the extracted (a) 6,385 hotel aspect words and (b) 47,080 
restaurant aspect words. Distributions of the numbers of the selected (c) 644 hotel aspect words and (d) 898 
restaurant aspect words in each review. Distributions of the numbers of the (e) 12 hotel aspect categories 
and (f) 10 restaurant aspect categories in each review
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90.1% of hotel reviews contain less than 15 unique aspect words and 90.6% of restaurant 
reviews contain less than 20 unique aspect words.

Finally, the selected 644 hotel aspect words and 898 restaurant aspect words are classi-
fied into k =12 categories and k =10 categories, respectively. Among a few values we tried 
for the cluster number, they generated the most reasonable results on our data. The distri-
butions of the number of aspect categories are shown in Fig. 2(c) and (f), indicating that 
most of the reviews only discussed 3 to 6 aspect categories. About 85.7% (4,865) of hotel 
reviews discussed less than 8 aspect categories, and 87.3% (57,006) of restaurant reviews 
discussed less than 9 aspect categories. Averagely, each hotel (restaurant) review contains 
5.5 (5.8) aspect categories. In addition, we present the aspect words in different aspect cat-
egories in Fig. 3. We can see that the aspect words are clustered into meaningful aspect cat-
egories based on the semantic relationships between aspect words. For example, the hotel 
aspect words in category #9 are related to the aspect category “service” and the restaurant 
aspect words in category #3 are related to the aspect category “employee”.

The above results indicate that users usually discuss particular product attributes in their 
reviews, while in each review, the number of discussed aspects is quite limited compared 
with the total number of words. And it is common that each review usually contains 4 to 6 
aspects of the product, while a part of reviews contains even fewer aspect words. This sug-
gests the potential of aspect-related clues for distinguishing spam reviews and non-spam 
reviews.

5.2  Classification results and comparison

We first evaluate the proposed aspect features compared with the widely used textual fea-
tures and behavior features in review spam detection based on the YelpChi_Hotel dataset 
(hotel domain) and YelpChi_res dataset (restaurant domain). Table 4 shows that aspect fea-
tures combined with behavior features achieved the highest performance across both hotel 
and restaurant domains. While textual features and behavior features both only yielded less 
than 70% precision, aspect features achieved 96.5% and 85.1% precision in the YelpChi_
Hotel and YelpChi_Res datasets, respectively. With the use of aspect features, the clas-
sification performance compared with textual features or/and behavior features (i.e., T, B, 

Fig. 3  Hotel aspect words (a) and restaurant aspect words (b) in different categories
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and T + B) has been improved by 18.44 ~ 38.86% in the hotel domain and 16.11 ~ 28.01% in 
the restaurant domain, respectively. All the improvements are statistically significant at the 
confidence level of 95% based on paired t-test (p < 0.0001).

Regarding the XGBoost classification model used in our method, we then compare 
it with the baseline machine learning models such as SVM, LR, RF, CNN, RNN, and 
LSTM. Table 5 shows that the proposed aspect features outperformed behavior and tex-
tual features in identifying spam reviews for all the above models, and the XGBoost 
model with aspect features achieved the best AUC across both hotel and restaurant 
domains, which significantly outperformed baseline models with p < 0.01 based on 
paired t-test. In general, XGBoost obtains better performance than single machine learn-
ing models such as SVM, LR, and RF, but the difference in AUC between XGBoost and 
other deep learning models such as CNN is relatively small.

Table 4  Classification results of XGBoost model with different features on Yelp datasets

* T: textual, B: behavior, A: aspect; All the improvements of aspect features over textual or/and behavior 
features are statistically significant with p < 0.0001 based on paired t-test
The bold entries represent our proposed method (i.e., XGBoost based on aspect features)

Dataset Features Accuracy Recall Precision F1 score AUC 

YelpChi_Hotel T 56.8 56.8 56.8 56.7 59.3
B 67.7 67.7 68.0 67.6 77.3
T + B 70.5 70.5 70.6 70.5 80.3
A 96.4 96.4 96.5 96.4 99.0
T + A 96.3 96.3 96.4 96.3 98.9
B + A 97.7 97.7 97.7 97.7 99.3
T + B + A 97.5 97.5 97.6 97.5 99.3

YelpChi_Res T 61.2 61.2 61.2 61.2 65.3
B 65.8 65.8 65.8 65.8 72.2
T + B 68.5 68.5 68.7 68.4 74.7
A 84.5 84.5 85.1 84.5 93.5
T + A 83.9 83.9 84.6 83.9 93.2
B + A 85.4 85.4 85.6 85.4 94.4
T + B + A 85.2 85.2 85.4 85.1 94.2

Table 5  AUC of XGBoost and baseline models with different features on Yelp datasets

* T: textual, B: behavior, A: aspect
The bold entries signify the best performance of the models

Dataset Features SVM LR RF CNN RNN LSTM XGBoost

YelpChi_Hotel T 59.9 60.2 57.7 61.0 59.6 60.0 59.3
B 77.0 78.7 75.3 78.9 69.3 69.4 77.3
T + B 80.3 80.8 77.7 80.9 70.8 71.4 70.5
A 98.6 98.5 98.2 98.9 96.4 96.6 99.0

YelpChi_Res T 65.9 65.9 60.5 65.9 59.6 63.0 65.3
B 63.1 65.8 71.3 66.8 61.1 58.3 72.2
T + B 73.3 73.1 69.5 74.4 66.7 69.2 68.4
A 87.0 86.7 89.6 91.1 82.5 80.9 93.5
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Finally, we compare the proposed ABCM with several methods in previous studies 
on the same datasets and find that ABCM also shows competitive performance in iden-
tifying spam reviews, as shown in Table  6. For example, Mukherjee et  al. [36] used 
bigrams and behavior features that achieved the highest precision of 86.7% and 84.1% 
in the YelpChi_Hotel and YelpChi_Res datasets, respectively. When combining Yelp-
Chi_Hotel and YelpChi_Res as the YelpChi dataset, ABCM also achieved an AUC of 
93.9%, which is higher than the results on the same dataset using other methods, such as 
the SpEagle (unsupervised model, AUC = 78.87%) [41], the SPR2EP (semi-supervised 
model, AUC = 80.71%) [57], and the HFAN (supervised model, AUC = 83.24%) [59].

5.3  Complexity analysis

In the aspect extraction step, the BiLSTM model is used to extract aspect words and user 
opinion words from massive review content, with computational complexity O

(
n × d2

)
 , 

where d denotes the dimension of representation and n is the length of the sequence. In the 
classification step, the computational complexity of the XGBoost model used for identify-
ing spam reviews based on aspect features is O(m × n × log(n) + k × d × m × n) , where m 
represents the number of features, n is the number of samples in the dataset, d stands for 
the number of estimators in the XGBoost model, and d denotes the depth of each tree.

In summary, the computational complexity of the BiLSTM model keeps the same as 
the LSTM architecture, since only an extra LSTM cell is added to learn backward. The 
XGBoost model used in this study retains the same computational complexity as the 
orginal XGBoost model.

5.4  Effect of aspect settings

Based on the selected 644 hotel aspect words and 898 restaurant aspect words, we evalu-
ate the impact of the aspect settings on the performance of ABCM. Figure 4 and Fig. 5 
show the precisions of ABCM under different proportions of aspect words ( p ) and differ-
ent numbers of aspect categories ( k ) in each dataset. In the YelpChi_Hotel dataset, ABCM 
achieves the best precision when we classify the 644 hotel aspect words ( p=1) into k = 14 

Table 6  Comparison of techniques based on the Yelp datasets

* LBP: Loopy Belief Propagation, TransH: Knowledge Graph Embedding by Translating on Hyperplanes, 
Bi: bigrams, B: behavior, A: aspect, T: textual, R (relational), S (semantic)

Dataset Technique Model Features Accuracy Recall Precision F1 score AUC 

YelpChi_Hotel Mukherjee et al. 
[36]

SVM Bi + B 84.8 82.5 86.7 84.5 /

ABCM XGBoost A 96.4 96.4 96.5 96.4 99.0
YelpChi_Res Mukherjee et al. 

[36]
SVM Bi + B 86.1 87.3 84.1 85.7 /

ABCM XGBoost A 84.5 84.5 85.1 84.5 93.5
YelpChi SpEagle [41] LBP T + B + R / / / / 78.87

SPR2EP [57] LR T + R / / / / 80.71
HFAN [59] TransH S / / / / 83.24
ABCM XGBoost A 85.0 85.0 85.5 84.9 94.0
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categories, as shown in Fig. 4(a) and Fig. 5(a). In the YelpChi_Res dataset, ABCM opti-
mizes its performance among all the configurations when we classify the 898 restaurant 
aspect words ( p =1) into k = 16 categories, as shown in Fig. 4(b) and Fig. 5(b).

As observed from Fig. 4 and Fig. 5, we can see that ABCM achieved lower precision 
under small numbers of aspect categories, and the precision of ABCM improved slightly 
with the increase of the number of aspect words. A large number of aspect words could 
help improve the performance in identifying spam reviews. However, the difference in 
model performance among different aspect settings is very small (about 1%), which indi-
cates the robustness of ABCM. Therefore, ABCM is capable of successfully identifying 
spam reviews using a small number of aspect words, which can not only reduce the compu-
tation costs but also can be easily extended for spam detection in different product reviews.

5.5  Implications of aspect features

This study highlights the importance of aspect-related features in review spam detection, 
which carries several theoretical implications as follows. Compared with previous stud-
ies which used just one aspect-related feature for identifying spam reviews [54, 58], our 
study proposed a list of novel aspect features which show more outstanding performance in 

Fig. 4  Performance of ABCM with different configurations of the number of aspect categories k based on 
(a) 644 hotel aspect words and (b) 898 restaurant aspect words

Fig. 5  Performance of ABCM with different configurations of the proportion of aspect words p . The 
selected hotel and restaurant aspect words are classified into (a) 12 categories and (b) 10 categories, respec-
tively
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review spam detection than the widely used textual and behavior features. In previous stud-
ies, the aspects have been mainly extracted by topic models such as LDA (Latent Dirichlet 
Allocation), and thus the number of aspects extracted and used for review spam detection 
is relatively small (less than 100) [54, 58]. To address this problem, our study proposed an 
aspect extraction algorithm using the Bi-LSTM model and the K-means clustering model, 
which automatically extracts a large number of valuable aspects (about 1,000). In addition, 
this study reveals that the textual features are not good indicators for review veracity (see 
Table 5), which is consistent with the findings in previous studies [3, 36].

The findings of this study also carry several practical implications. Two-sample t-test 
(independent t-test) results show that spam reviews have significantly smaller NAW (num-
ber of aspect words) and PAC (percentage of aspect categories) but higher ARD (aspect 
rating deviation) and ASRD (aspect sentiment and rating deviation) than non-spam reviews 
in both datasets, as shown in Fig. 6. It suggests that a review with fewer aspect words or 
aspect categories is more likely to be a spam review, and a review can be fake if there is 
a large difference between the rating of the review (or the average rating of the product 
reviews) and the sentiment score of the discussed aspects in this review. From the user per-
spective, it is found that the users in spam reviews show significantly lower TNAW (total 
number of aspect words) but higher AARL (average aspect review length) than the users 
in non-spam reviews. That is, spammers have commented on a large number of product 
aspects in spam reviews to make their experience look truthful, however, due to the lack 
of true experience with the products, their review content on particular product aspects is 
relatively short. The above findings provide valuable information for consumers and manu-
facturers to identify spam reviews. Also, the findings on the user centric aspect features 
could also help identify spammers.

5.6  Evaluation on other platforms

To evaluate the performance of the proposed method on other online review platforms, we 
apply ABCM on a labeled real-world Amazon dataset [18]. The data items of these Amazon 
reviews include _id, asin (i.e., productId), category, class (spam or non-spam), helpful, over-
all (i.e., rating), reviewText, reviewTime, reviewerId, reviewerName, summary, and unixRe-
viewTime. Firstly, we randomly selected 132 hotel-related products’ reviews (called Ama-
zon_HK_hotel dataset) and 210 restaurant-related products’ reviews (called Amazon_HK_res 

Fig. 6  Mean of the aspect features for spam reviews and non-spam reviews in (a) the YelpChi_Hotel dataset 
and (b) the YelpChi_Res dataset
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dataset) from the “Home_and_Kitchen” category.1 The Amazon_HK_hotel dataset contains 
2,105 spam reviews and 6,772 non-spam reviews, and the Amazon_HK_res dataset includes 
2,250 spam reviews and 11,061 non-spam reviews. Secondly, we extracted aspect words 
and opinion words from the review content by the BiLSTM model, and classified the most 
popular aspect words into different aspect categories using the K-means algorithm. In detail, 
the most popular 1,005 aspect words in the Amazon_HK_hotel dataset and the most popu-
lar 1,121 aspect words in the Amazon_HK_res dataset are clustered into 16 categories and 
20 categories, respectively. Then, we calculated the proposed aspect features of the labeled 
reviews, and calculated the behavior features and textual features as introduced in Sect. 4.3 
for comparison. It is worth noting that the ratings of all the spam reviews and non-spam 
reviews in the Amazon dataset are {1, 2, 3} and {4, 5}, respectively. That is, we can fully cor-
rectly identify spam reviews from the Amazon dataset by only screening the review ratings. 
Therefore, when calculating behavior features, we removed the RD (rating deviation) fea-
ture which is calculated based on the ratings of reviews. Finally, we performed the XGBoost 
model on two balanced datasets which are constructed according to Sect. 4.2.2.

Evaluation results of the XGBoost model with different features are shown in Table 8. 
It is obvious that the proposed aspect features also outperformed the behavior and textual 
features in the Amazon datasets, which achieved 82.5% and 81.0% precision in the Ama-
zon_HK_hotel and Amazon_HK_res datasets, respectively. With the use of aspect features, 
the classification performance compared with textual features or/and behavior features (i.e., 
T, B, and T + B) has been improved by 12.03 ~ 26.24% in the Amazon_HK_hotel dataset 
and improved by 7.75 ~ 22.88% in the Amazon_HK_res dataset. All the improvements are 
statistically significant at the confidence level of 95% based on paired t-test (p < 0.0001).

6  Conclusion

This paper proposes an aspect-based classification method called ABCM for review spam 
detection using a list of novel aspect features. The Bi-LSTM model is used to automatically 
extract massive aspect words from the review texts, and the K-means clustering model is 

Table 8  Classification results of XGBoost model with different features on Amazon datasets

* T: textual, B: behavior, A: aspect. All the improvements of aspect features over textual or/and behavior 
features are statistically significant with p < 0.0001 based on paired t-test
The bold entries signify the best performance of the models

Dataset Features Accuracy Recall Precision F1 score AUC 

Amazon_HK_hotel T 59.9 59.9 60.1 59.8 64.1
B 66.4 66.4 67.0 66.1 73.3
T + B 69.5 69.5 70.1 69.3 78.2
A 82.2 82.2 82.5 82.2 90.6

Amazon_HK_res T 61.4 61.4 61.5 61.4 65.2
B 70.2 70.2 70.8 70.0 76.3
T + B 72.4 72.4 73.1 72.2 80.5
A 80.7 80.7 81.0 80.6 88.4

1 https:// www. kaggle. com/ datas ets/ navee dhn/ amazon- produ ct- review- spam- and- non- spam? select= Home_ 
and_ Kitch en.

https://www.kaggle.com/datasets/naveedhn/amazon-product-review-spam-and-non-spam?select=Home_and_Kitchen
https://www.kaggle.com/datasets/naveedhn/amazon-product-review-spam-and-non-spam?select=Home_and_Kitchen
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used to classify the aspect words into several aspect categories. Based on the aspect extrac-
tion results, we propose nine novel aspect features to capture fine-grained spamming clues 
regarding product attributes, and then train the XGBoost model to classify the reviews as 
spam and non-spam.

The use of the proposed aspect features has not been studied before in the review spam 
detection field. Interestingly, this set of features has brought great results reaching a maxi-
mum of 96.5% precision on the YelpChi_Hotel dataset, and outperforms the widely used 
textual and behavior features by about 16.11 ~ 38.86%. The proposed ABCM outperforms 
the baseline models and state-of-the-art approaches used in previous studies. In addition, 
ABCM shows outstanding performance in identifying spam reviews from both Yelp.com 
and Amazon.com. This fact indicates that the idea of extracting aspect features for review 
spam detection has been successful, as the detailed information of aspects discussed in 
spam reviews and non-spam reviews may show different characteristics.

However, the current study only evaluates the review spam detection model on two kinds 
of products (i.e., hotels and restaurants). In the future, it is promising to apply ABCM on 
different kinds of products and services provided by other platforms, such as TripAdvisor.
com and Resellarratings.com, to evaluate the effectiveness and generalizability of adapting 
aspect features in machine learning methods for online review quality control.

Data availability The Yelp datasets used in the current study are available at http:// liu. cs. uic. edu/ downl oad/ 
yelp_ filter/, and the Amazon datasets used in this study are available at https:// www. kaggle. com/ datas ets/ 
navee dhn/ amazon- produ ct- review- spam- and- non- spam? select= Home_ and_ Kitch en.
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